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Abstract. We present an indoor wireless localization system that is capable of
room-level localization based solely on 802.11 network signal strengths and user-
supplied training data. Our system naturally gathers dense data in places that users
frequent while ignoring unvisited areas. By utilizing users, we create a compre-
hensive localization system that requires little off-line operation and no access
to private locations to train. We have operated the system for over a year with
more than 200 users working on a variety of laptops. To encourage use, we have
implemented a live map that shows user locations in real-time, allowing for quick
and easy friend-finding and lost-laptop recovery abilities. Through the system’s
life we have collected over 8,700 training points and performed over 1,000,000
localizations. We find that the system can localize to within 10 meters in 94% of
cases.

1 Introduction

Computerized localization, the automatic determination of position, will augment ex-
isting applications and provide opportunities for new growth. One can easily imagine a
phone, computer, or other device changing behavior based on location. A phone might
disable its ringer when in a conference or classroom. Calendar reminders would only
appear if a user was not already in the event’s location. A laptop could automatically se-
lect the closest printer when printing. Finding a colleague would be as simple as looking
up a phone number.

Localization abilities have spawned a number of companies including GPS naviga-
tion [5][16], asset tracking [4][17][20], and E911 systems [6]. The most common form,
GPS, performs well in many instances, but it cannot achieve good accuracy indoors.
To provide indoor localization, researchers have examined the use of dedicated hard-
ware including ultrasound, IR, and RF beacons. Most of these platforms provide good
resolution, but often have high installation, maintenance, and usage costs. With the ad-
vent of 802.11 wireless networking, researchers have turned to utilizing wireless access
points as fixed RF beacons. This method mitigates the high hardware and installation
costs of earlier systems, but often requires a substantial amount of off-line training,
or the collection signal strength samples in many locations. Here we describe a large
scale deployment of a system that uses 802.11 access points to localize, but transfers
the training burden to the system’s users, providing a cheap, fast, accurate, and low
maintenance method for automated indoor localization.
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We use the following terminology to describe our system: a wireless fingerprint
denotes the signal strengths of surrounding access points at a given location. A bind
is the act of associating a fingerprint with a location. An update is a location scan and
localization calculation. Fingerprints are collected automatically, binds are performed
by users, and updates are performed automatically or by user request.

2 Related Work

Location-aware computing is not new. Perhaps the best-known location-discovery plat-
form is GPS, which uses U.S. government satellites to compute latitude and longitude
[8]. While the high costs associated with GPS systems have disappeared, a receiver can
only obtain a location with a clear sky-view. Moreover, GPS experiences substantial
drift and is often not accurate enough to obtain room-level localization. Another set of
commonly available localization systems serve the FCC’s E911 initiatives [6]. These
systems focus on approximately 100 meter accuracy and thus, like GPS, are of limited
utility in indoor, room-level environments.

The first indoor location-aware systems, such as Active Badge and MIT’s Cricket,
succeed with specialized hardware [13][18]. Active Badge uses wearable transmitters
and a network of sensors to gather location information and report it back to a server.
The Cricket system uses a combination of RF and ultrasound to provide accurate and
private location data. These systems avoid training, but instead require a substantial
hardware installation phase. Both Active Badge and Cricket require location-bound
hardware that necessitates prior access by trained personnel to each desired localization
area. This installation and the associated time and hardware costs limit these systems’
wide-scale use.

As 802.11 networks became common, researchers began utilizing existing hardware
to compute location. Microsoft’s RADAR and later Haeberlen et al. show success in us-
ing the signal strength of 802.11 nodes to determine fine-grained indoor location [1][7].
These and similar systems [11][14] require specialized training to create a database of
location–signal strength tuples. Training demands a substantial upfront effort and phys-
ical access to all of the desired areas. Moreover, after some time, the training data needs
to be refreshed to account for changes in the environment and access point locations.

To reduce the expense of training, Intel Research demonstrates an algorithm that
can estimate location with only minimal data by expanding its known area with contin-
ued use [10]. While the self-mapping algorithm costs little to implement, it requires a
significant period of time to gain acceptable localization accuracy and coverage. More-
over, multiple radio configurations complicate the implementation of a shared-training
system. Wardriving can be used to seed the algorithm, but those data are often not dense
enough for accurate indoor localization.

Both Bolliger and Teller et al. introduce crowdsourcing methods that allow users
to train and correct the system [2][15]. Teller’s work, conducted in parallel with our
own, is similar to the system described here although on a smaller scale in time, space,
and number of users. They studied 16 trained users limited to a single building with
a specialized platform for only 20 days. Here we present a year-long deployment of a
similar crowdsourcing method with over 200 untrained users spanning five buildings
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operating on personal laptops. Bolliger’s system engineering is also similar to our own,
but, again, he does not present results from a significant deployment.

In the commercial space, Ubisense has deployed accurate localization based on
UWB signals in industrial environments [17]. Ekahau has been working on 802.11 lo-
calization for a number of years [4]. Skyhook Wireless has combined crowdsourced
data with a substantial set of training data to improve their worldwide 802.11 localiza-
tion system [14]. Navizon uses exclusively user-produced data, but like Skyhook, their
system focuses on outdoor localization [12].

3 Architecture

3.1 Overview

Like [2] and [15], we use a client-server architecture to enable fast, accurate localization
and provide a mechanism for feedback. To localize, clients perform an update in which
they collect wireless 802.11 signal strength information (a fingerprint) to send to a
server. The server computes the client’s location and sends the estimate back to the
client for optional user review. The server also updates the friend-finding interface with
the client’s new location in case another user wants to locate the first. When the client
receives the location estimate, it offers the user an opportunity to confirm or correct it
(Figure 1). If the user chooses to take this opportunity (binding a fingerprint), the client
sends the new ground-truth data back to the server, which stores the record for use in
all future localization computations.

Our system architecture is similar to MIT’s Organic Indoor Location system (OIL)
[15] with a server-based localizer and without client-side caching. For brevity, we will
examine only the novel aspects of our system in depth and direct the reader to the OIL
implementation for other details. To compute locations, we use a Euclidean distance
algorithm, comparable to RADAR’s Nearest Neighbor in Signal Space (NNSS) [1]. We
have implemented the algorithm in SQL, interfacing PHP and wxPython clients that run
on Windows, Linux, and Mac operating systems. We are planning to implement clients
for smartphones and PDAs in the near future.

3.2 Deployment Site

A number of our design decisions were driven by the context in which our system was
deployed. We developed and continue to run our localizer at Olin College, a small res-
idential engineering school near Boston. Olin houses its entire 300-student population
on campus with five buildings in total, encompassing more than 300,000 square feet.
Our primary user base is students, with faculty and staff comprising less than 3% of
users. Each student owns an institution-issued laptop although some use their own sys-
tems. Since each entering class has a slightly newer laptop model, we find a variety of
similar but distinct radio/antenna combinations on campus.

In asset tracking, medical, or warehouse situations, one might choose to localize
every few seconds, but students remain in the same place, be it a classroom, library, or
residence hall, for extended periods of time. Thus, we chose to localize once every five
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minutes, an unscientifically chosen but reasonable interval, in order to preserve system
resources. Finally, we note that with the system providing a useful service, users have
an incentive to provide accurate data and very little impetus to falsify locations.

3.3 Client Interface

The user interface is designed to be as non-invasive as possible. Since the system runs
on personal laptops, it must have a small resource footprint minimizing CPU, memory,
and power consumption. The client autostarts minimized in the system task tray and,
to encourage use, never prompts the user without request, even when the location esti-
mate is known to be poor. We found that we could collect enough training data without
interrupting users and annoyed far fewer people in the process. If users want to train
the system or access others’ locations, double-clicking the task-tray icon brings up our
deliberately simplistic interface (Figure 1). When an update is performed, the client dis-
plays its location estimation in question form, prompting a training response. The user
can then accept the given location, choose from a list of likely locations, or create a new
point. Figures 1–3 show typical GUI screens.

Fig. 1. Typical interface. The client has
localized and asks the user to confirm its
estimate. The upper left displays a user-
name and the upper right contains a hu-
morous checkbox.

Fig. 2. Training interface. The user has
clicked “No” in Figure 1 and is now
prompted with nearby locations. Clicking
“Other” allows the user to create a new lo-
cation point.

Should the user determine that the localization is not correct, he or she can cre-
ate a new location point. The client prompts for the building, floor, and a text name,
suggesting a room number or descriptive phrase for the text entry (Figure 3). Once a
user has entered those data, a labeled map appears allowing the user to select where the
new location will appear visually. We found that making this process intuitive is key to
ensuring the success of a crowdsourced data collection application.

New point creation is challenging for both the user and GUI designer. Most users are
unable to correctly identify their location on an unlabeled blueprint, so the user inter-
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Fig. 3. New location creation interface. The user has
clicked “Other” in Figure 2 and is now prompted to
enter the details of his or her location. After clicking
“OK,” the user will be prompted to select the loca-
tion on a map of the local area.

Fig. 4. Floor interface. Darker
edges indicate a lower floor. In
this case, two people are lo-
cated on the ground floor and
two more are located on the
first floor.

face must be copiously labeled to prevent errors. We chose to allow users to customize
location names, making their descriptions much more useful to others. For example,
instead of calling a room “335,” users labeled it “3rd floor lounge.”

Allowing for free-form input, however, provided substantial possibilities for error.
Although “lounge” is a natural input, it is not useful without context. To obtain both
flexibility and accuracy, we constrain building and floor choices while allowing for a
textual description. Thus, points have reliable context information and custom labels.

Finally, we note that custom naming lowers the entry barrier for new localization
systems. Where we need only rough building diagrams, other systems require fully
digitized blueprints or CAD models to generate an initial map.

3.4 Friend-Finding Service

To motivate users to train the system, we implemented a friend-finding service that
publishes user locations on a map-like interface. The goals of the service are threefold:
allow users to quickly and easily locate specific people, display all users’ locations on
one screen, and act as an advertisement for the project.

To satisfy our goals, the interface must allow for both searching and browsing while
maintaining an attractive look and feel (Figure 5). To encourage use and help explain
the concept, we themed the project as the “Marauder’s Map at Olin,” a reference to a
magic map that displays people’s locations in the popular Harry Potter series. While this
theming might seem trivial, we found that it was critical to building and maintaining
a user base. The map theme helped people understand why the service is useful and
encouraged them to share with their friends.

Displaying hundreds of users on multiple floors proved to be a challenge. Early tests
showed that users clustered near the edges of buildings, so we expanded our building
representations to show the edges repeatedly, utilizing the new space to indicate vertical
displacement and avoid icon overlap (Figure 4). This is not a perfect solution, as some
buildings have popular locations in their centers, but we found these overlaps to be
relatively minor.
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Fig. 5. Friend-finding webpage frontend. The interface is themed like an old magical
map. The user has moved the mouse over a cluster of people, prompting a drop-down
list of location, names, and update times.

3.5 Privacy

Privacy is a concern in any localization system. Given that the primary application of
our implementation is a friend-finding service, we found that concerned users were
aware of the implications and simply chose not to participate. Some users requested the
ability to remove their location report at any time, a feature we implemented. All of the
system’s services reside only on internal servers to ensure that location information is
not published outside of our institution.

4 Approach to Crowdsourcing

4.1 Motivation

The primary motivation for crowdsourced data is the reduction in time required to train
the localizer. Moreover, with crowdsourcing, users provide most of the data while the
system is already localizing, reducing the time before the localizer can be used. When
training, researchers found that gaining access to private and semi-private spaces (of-
fices, residence hall rooms, etc.) was difficult and awkward, a problem that user-trained
systems avoid [7].

A pre-trained system requires retraining to account for changes in the environment,
but a user-trained system is continuously updated with no overhead. In addition, crowd-
sourced training naturally produces data that are dense in places that are commonly
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visited. Users tend to bind in places they frequent, causing common locations to have
dense data. Because our localizer treats each bind separately, it weights common loca-
tions more heavily, resulting in a natural location-frequency dependency.

Finally, traditionally trained systems suffer from a conflict between coverage, the
number of distinct locations with data, and accuracy, the measure of how often the
localizer chooses the correct location. If the system is aware of many often unoccupied
locations, it will suffer from a decrease in accuracy. Crowdsourcing helps mitigate the
problem by naturally ignoring rooms that users do not frequent. For example, there are
small, narrow trash rooms in each wing of the residence halls that were never bound
in our system (Figure 6). A traditionally trained system might incorrectly place a user
in one of these rooms, even though the probability of a user being located there is very
small. Our system will always avoid these areas because no users have bothered to train
them.

4.2 Initial Training

While almost all of our data are provided by users, we found that a minimally trained
system was important to convince users that the software was compelling. Typically,
this type of initial training takes about 1-3 minutes per location [7]. At this rate, a system
covering over 350 spaces would take approximately 16 person-hours to train manually,
but we can train the system to a minimally usable state, in about 1.5 hours. With that
training, we create a sparse map including hallways and common areas, allowing for
reasonable (within 10-20 meters) estimates that support further training by users. This
training is easy to perform because all fingerprints can be collected in public areas and
with relative infrequency. To train our system we simply walked down most hallways
and bound one or two points per hall.

5 Results

After a short beta test, we deployed our system campus-wide at Olin College in April
2008 and have continued operations for over a year. We announced the project with
an email to a common list in which we explained the concept and encouraged users to
download and run the client. To date, we have had more than 200 unique users, 8,700
binds (95% of users contributing), and over 1,000,000 location updates.

5.1 System Accuracy

A localization system’s performance is determined by both coverage and accuracy.
Coverage measures how much of the deployment area has associated fingerprints while
accuracy measures of how often the localizer reports the correct location. We first dis-
cuss coverage and then proceed to examine our localizer’s accuracy.

At the beginning of deployment, only our initial survey supplied data, so we started
with poor coverage, especially in private rooms (Figure 6(a)). We found that within 30
days of launch, our coverage stabilized at a reasonably complete level, with over 75% of
all known locations at the year’s end having already been bound. Coverage progression
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(a) Initial training set. (b) Conclusion of the short beta test.

(c) 30 days after launch. (d) One year after launch.

Fig. 6. Map of training density in one of the five deployment buildings. Gray indi-
cates no training data. Light to dark red indicates progressively more fingerprints for
that space. Note that common areas (center of the building) have far more data than
individual’s rooms.
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for one building can be see in Figure 6. Other buildings show similar patterns, although
places students are unlikely to spend time, such as faculty offices, never achieve good
coverage.

Our second metric is system accuracy. Accuracy starts poor and improves with the
number of binds. To measure accuracy, we note that we should not simply test the
system at random locations. Real accuracy is determined by how often the localizer
correctly estimates users’ locations. To use the aforementioned example, the localizer’s
performance in a small trash room is of little importance to true accuracy.

To test our system in this manner, we chose to survey our users during deployment.
After the system had reached a steady state, we emailed our users asking them to re-
port the localizer’s accuracy at that moment. Thus, users opened the client, checked its
current estimate against their real location, and reported performance in meter ranges
(ie within 0-5 meters, 5-10 meters, etc.). We received 57 reports representing more than
half of all online users within 8 hours. While these reports were self-selected based on
which users chose to respond, we do not believe this bias has skewed our data measur-
ably.

Figure 7 shows localization errors. We find that we localize to within 5 meters in
69.9% of attempts and to within 10 meters in 94.9% of cases. This accuracy is approx-
imately equal to other published systems, although it does not achieve the performance
of Haeberlen et al.’s calibrated or King et al.’s dense data techniques [7][9][15].
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Fig. 7. Localization error. We determined error
by asking users to perform spot checks in their
current location. We find that we localize cor-
rectly in 69.9% of attempts and are within 10
meters in 94.9% of cases. We localize to to the
wrong floor only 1.8% of the time.

Fig. 8. Combined density of loca-
tion reports for one year in one res-
idence hall. Clearly, common areas
are visited far more often than in-
dividuals’ rooms. No students live
on the first floor so we are not sur-
prised to see few reports in that lo-
cation.
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5.2 System Vulnerabilities

We note a number of conditions that degrade our performance. First, during our deploy-
ment, a large fraction of the campus’s access points received firmware modifications
that resulted in a change in MAC address. The system does not recognize the new con-
figurations and assumes that none of the old access points exist. While our architecture
is designed to easily adapt to new access points with a single dictionary replacement,
we found that losing these access points did not significantly degrade performance, so
we allowed the system to operate without intervention.

In addition to changing MAC addresses, network administrators moved a small frac-
tion of access points to improve wireless performance. While users have retrained the
system, this movement continues to degrade our performance. To mitigate this issue,
we are considering a weighting system that favors new fingerprints, marginalizing old
and possibly outdated data. The design of the weighting system requires further study
to determine if it should universally downgrade old data or only ignore old fingerprints
when newer ones are available for a location. The first implementation would cause
the localizer to favor newly bound points while ignoring old fingerprints, effectively
reducing coverage over time. The second implementation retains coverage, but might
not reflect newer user-movement patterns.

A third potential degradation of performance is the automatic and manual gain con-
trol on access points. During our deployment both automatic and manual power ad-
justments were made, but the system showed no noticeable decrease in performance.
Without a clear indication that this was causing degradation of localizations, we have
not spent the engineering resources to study this effect further. It is worth noting, how-
ever, that these power changes affect only the local area around the modified access
points and simply shift the localizer’s tendency closer or further from the respective
wireless node.

A fourth potential degradation of performance is our support of a wide range of
laptops, including Mac hardware and at least four models of the Dell Latitude D-series.
We do not currently account for radio/antenna configurations, although the system has
a natural correction based on user binding patterns, as described below.

In the user space, we note that user-generated data are not as reliable as profes-
sionally generated scans. It is difficult to determine how often localization errors are
due to user error when training the system or from signal strength variations resulting
from dynamic objects, antenna orientation, radio chipset, access point power fluctua-
tions, or a host of other phenomenon. General accuracy statistics provide some insight
for an upper bound on errors, but we have not yet developed a metric to study these
errors explicitly. A time-based weighting on data, as examined above, would provide
some mitigation for mistaken inputs, allowing them to be corrected as new, better data
become available.

Finally, our system does not address the possibility of malicious users, beyond
marking each bind with an identifier that allows the elimination of all binds by a partic-
ular user. While this is a concern, we are not aware of a single instance of such activity.
Moreover, to be effective, malicious users would need to create a substantial number
of false data points in many locations to overwhelm the existing fingerprint set. Many
binds in one location would overwhelm that particular location, but the damage would
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be confined to the local area. To be truly successful, a malicious user would need to
bind incorrect data throughout the system’s coverage, a far more difficult task.

In the event that malicious activity becomes an issue, we have discussed the imple-
mentation of weights based on how similar new data are to existing fingerprints. In this
way, outliers are rendered harmless automatically. If a significant number of outliers
were added to the system by different users, the weights would begin to skew towards
those new fingerprints, accounting for dramatic environment changes such as access
point relocation.

5.3 User Behavior

After release, we collected about 71 binds per day and within 2 months our data set had
grown to 27 times the initial training, a collective effort of approximately 25 person-
hours in ideal conditions. While training rates decreased as accuracy increased, users
still train the system over one year later. Figure 9 shows these trends in database size
over time.

As expected, we collected more fingerprints in common and public locations than
in private rooms. The median number of binds per room is 7 and the maximum is 305,
which occurs in a residence hall lounge (a common socializing space with couches and
a TV.) 17% of known locations have only one bind and 53% have 10 or fewer. As the
system’s coverage grew, the number of new locations bound quickly decreased. Our
initial survey bound 16% of total locations, beta testers bound 48%, and our general
user base bound the remaining 36%. Thus, we find that users are far more likely to pick
an existing location than they are to bind a new one.

In addition, we find that the user contribution profile is similar to other mass-
interaction applications [15][19]. A few enthusiastic users bind an inordinate number
of times. Interestingly, these users do not update their location as often as we might
expect, with very little correlation between bind and update frequencies.

We hypothesized that our data collection method would result in dense data in fre-
quented places, and our expectations are confirmed. We see this in the similarity be-
tween Figures 8 and 6(d) which show where locations are reported and bound, respec-
tively. These data confirm our second hypothesis, that users bind in places that they, in-
dividually, frequent. 51.2% of all location updates occur in places that users had bound
themselves. In other words, half the time a user is in a place where he or she has con-
tributed data. Thus, we confirm that one of the primary advantages of crowdsourced
data collection is that users are willing to train where they frequent and that they tend
to reside places where their own data are best.

5.4 Application Use

While we have not yet performed a formal study, we feel that users are satisfied with the
localization application. In one year we logged over 14,000 friend-finding page loads,
averaging well above 50 hits per day during both fall and spring terms. We note that not
only did users utilize the system at launch, they continue to use the service throughout
its deployment. We also note that with 100 active users, we are localizing about 1/3 of
the student population’s systems.
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Fig. 9. Fingerprint database size over time.
Training rates were steady after release and
have reduced as the system became more
accurate. We are not surprised to see little
data added during the summer term when
students are not on campus.
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Fig. 10. All binds sorted by days since the
binding user first localized. Clearly, users
bind a significant amount in their first day
and steadily less throughout their usage.
We find that 11.5% of all binds occur on a
user’s first day.

Our last method of evaluating user satisfaction is purely anecdotal. Users tell us that
they enjoy using the system and have only rarely contacted us with complaints, despite
our contact information being readily available. Perhaps our favorite example of users’
creativity is using the system in a scavenger hunt. An on-campus business group was
running a promotion in which they planted clues advertising the whereabouts of free
product samples. To create one of the clues, the group, unbeknown to us, managed to
emulate a client and change the reported name and user icon to their name and logo,
respectively. They then used the reported location to advertise where free samples could
be found. Months later, when performing data analysis, a developer found the odd entry
and finally traced it to the group who reported that it was the most popular clue in their
entire game.

6 Detailed Analysis

We now discuss the system’s usage in detail. We examine trends in both when and which
users train the system and the profile of where users localize. We find that new users
are the primary providers of ground-truth data and that, despite our high participation
rate, a small set of users provide most of the system’s data. These often-training users,
however, are neither more or less likely to localize than their non-binding peers.

6.1 Training Rates

Users tend to bind data in their first few days of use and rapidly stop providing ground-
truth information thereafter. Throughout the system’s life, 43% of all binds occur within
10 days of the binding user’s first application use. We offer two explanations for this
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phenomenon. First, users may train the system because of the novelty of providing
data. Once that novelty fades, users become less interested and only localize. Second,
student movement patterns do not change substantially from one day to the next. Once
a user has trained his or her habitual places, the system may not require further training
for accurate use and thus exclusively localizing is acceptable. Figure 10 shows bind
occurrences sorted by days since adoption.

While new users train the system more often than longtime users, we find that some
provide a disproportionate amount of data. Figure 11(a) shows a sorted profile of users
based on number of binds. In our system, 20% of users provide 66% of the data. As
mentioned above, we notice that there is little correlation between users who provide
data and those who localize often. This is manifested in the difference between 11(a)
and 11(b).
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(a) Quantity of binds for each user. Users are
sorted and assigned an ID by decreasing num-
ber of binds.
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(b) Number of updates per user. Users have the
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Fig. 11. Number of binds and updates for each user. Users are sorted by decreasing
number of binds. In (a) we see that 20% of users bind 66% of the ground-truth data.
In (b) we find that those often-binding users are not significantly more likely to update
their location often, showing that the primary producers of data are not necessarily the
primary consumers.

6.2 Application Usage Patterns

We find cyclic patterns in usage, both throughout each day and throughout the year. As
expected, we find that users cluster in academic buildings during the day while returning
to residence halls at night. Figure 12(a) shows localizations on an hourly basis in an
academic building while 12(b) displays a similar plot for a residence hall.

We find that long-term training patterns are driven by new users. It appears that
while localizing holds longevity as a useful service, the novelty of binding data fades,
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(b) Residence hall.

Fig. 12. Percentage of localizations per hour in both an academic building and a resi-
dence hall. As expected, we find that users occupy academic buildings during daylight
hours (excluding lunch) and residence halls at night. We also note that while users arrive
to classes in large groups, they tend to leave in a more gradual manner.

causing users to stop binding. This trend might also be influenced by an increase in
accuracy in the places that users individually frequent, requiring less training as the
system learns from the user. In addition to Figure 10, we see this pattern in the sim-
ilarity between Figures 13 and 14, displaying when users join and when users bind,
respectively.

7 Future Work

This paper presents an implementation of a user-trained localization service covering
an entire college campus. To utilize this framework in other scenarios, we consider
a number of additions including new applications and novel ways to collect training
fingerprints.

To augment our user base, we are considering implementing additional localization-
based services. For example, we might create a tagging system for files that records
location information on creation and modification. With this information, a user could
search for all files created in a particular room. Users tend to create different types of
files in different places, such as minutes in a meeting room and source code in a lab, so
searching based on location might be helpful. Other potential services include location-
based printer selection and an API to support new developers and new deployments.

Porting our code to hand-held and smart-phone devices would provide interesting
new data sources and challenges. Compared to laptops, these platforms are more ubiq-
uitous and would provide more continuous and varied data with their constantly active
radios. This more diverse set of hardware might require a platform identification mech-
anism and conversion functions between device fingerprints, like Haeberlen’s imple-
mentation across different radio platforms [7].

To gather more binds, we are considering automatic calendar integration. Many
calendar appointments are tagged with a location which we could extract and utilize to
automatically train the system. When a user’s calendar indicates that he or she is in a
specific place, the system could automatically collect fingerprints and bind them to that
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Fig. 13. Number of new users per day.
Our campus-wide release occurred in
April and a new academic year started in
September.
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Fig. 14. Binds per day. Given that new
users bind data often, we are not surprised
to see a significant correlation to Figure 13.
One interesting case is the system’s second
January, where we see no new users but
a significant number of binds. In this pe-
riod, students return to campus after inters-
ession and appear again interested in bind-
ing data.

location. Obviously, users and/or their wireless devices are not always located where
their calendar indicates, but with intelligent use of idle-times, a limited fingerprint set,
and perhaps a movement detector like [3], this type of training could be made reliable.
In more extreme cases, we might consider using calendar integration to train an entire
system without any user interaction, although the accuracy of these fingerprints would
require careful study.

Finally, we are continuing analysis of our data and are planning more formal user
surveys to better characterize the system’s strengths and weaknesses. Moreover, we are
planning more expansive accuracy experiments that will inform the distinction between
random-location accuracy and the common-area accuracy that a normal user experi-
ences.

8 Conclusion

We have described a long-running test of a user-trained system that performs accurate
indoor wireless localization in areas with existing 802.11 networks. The system can
be deployed in any location that has a pervasive network and a group of users willing
to train it. By utilizing personal laptops and existing access points, we do not need to
build or buy any additional hardware. The system’s interfaces are simple and intuitive,
allowing users to localize, find others, and contribute training data with no instruction.

After more than one year, our system continues to operate and has accumulated
more than 200 users, 8,700 binds, and over 1,000,000 location updates. Usage patterns
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provide natural guidance for the localizer, improving accuracy by accumulating dense
data in common areas. These methods result in successful localization to within ten
meters in over 94% of cases, providing convincing evidence that crowdsourcing is a
practical method for cheap, pervasive wireless localization.
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